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Abstract— Graphics processing unit (GPUs) are used in wide range of application now a days particularly 

Medical image processing in GPU becomes popular recently. Medical imaging procedures are often 

computationally demanding due to three dimensional data sets. With enhancing performances of graphic 

processors, improved programming support, GPU has emerged as a competitive parallel computing 

platform for demanding tasks in medical imaging. Image registration, segmentation and visualization are 

some of the challenges in medical image processing. This paper review about the current GPU image 

registration techniques in medical imaging, the most commonly used Image registration algorithms in 

medical imaging, the potential advantages and its challenges which will help the researchers or starters in 

GPU computing. 
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I.  INTRODUCTION  

Parallel computer systems have been available commercially for many years. Parallelism is the future of high 

performance computation in medical applications. Graphical processing units (GPUs) are powerful parallel 

processors mostly dedicated to image synthesis [1]. GPU is always designed for a particular class of applications 

with the following characteristics [2]: i) large computational requirements, ii) parallelism and iii) throughput. 

Recent graphics cards provides highly parallel architectures (hundreds of processing units) with high memory 

bandwidth while CPUs  reach 50 Giga FLOPS [1] and become a competitive platform for high performance 

computing.  GPU providing a functionally complete set of operations performed on arbitrary bits can compute 

any computable value. Additionally, the use of multiple graphics cards in one computer, or large numbers of 

graphics chips, further parallelizes the already parallel nature of graphics processing [3]. Only the researchers 

familiar with graphics API’s can use the GPU platform which makes inconvenience to unfamiliar users.[4].  

 

CUDA is a parallel computing platform and programming model invented by NVIDIA. It provides great 

flexibility in computing performance by binding the power of the graphics processing unit (GPU) which prevail 

over the drawbacks exists in current GPU/GPGPU to certain extent. For the ease of general purpose parallel 

programming on the NVIDIA GPU, CUDA provides C like development environment to programmers [5]. In 

addition to libraries, compiler directives, the CUDA platform supports other computational interfaces, including 

the OpenCL, Microsoft's Direct Compute and C++ AMP. CUDA has been widely used in various applications 

including molecular dynamics, fluid dynamics, and computer vision and so on. The aim of this review is to give 

the readers a general idea about GPU based image registration techniques, and to discuss parallel approaches to 

many algorithms used for image registration.  
 

II. GPU ARCHITECTURE AND PROGRAMMING 

A short introduction to the GPU architecture offers better understanding. Modern GPUs has number of multi-

processors, each containing a number of processor cores and memory chips with very high bandwidth [8].  Each 

thread block is executed on a single stream multiprocessor, which is made up of a set of cores. The threads are 

organized into blocks of threads within a grid of block [7]. The data is copied from the CPU to the GPU’s global 

memory. All threads will start reading data from global memory into the local registers, and end by finally 

writing the result back to global memory when the calculations have been completed. To facilitate cooperation 

between threads in a thread block, a small shared memory (16-48 KB) at each multi-processor is available to 

exchange data efficiently. 
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Fig.1. A Conceptual framework of CUDA   Programming model. 

 

 

 
Fig.2 Internal structure of OpenCL taken from reference [15] 

 

To simplify fast development of optimized code, NVIDIA has released a number of CUDA libraries for 

different purposes. Some examples are CUBLAS (basic linear algebra operations, dense matrix operations), 

CUFFT (fast Fourier transforms in 1,2, and 3 dimensions), CURAND (random number generation),NPP 

(NVIDIA performance primitives, functions for image processing),thrust (sorts, searches, reductions) and 

CUSPARSE (sparse matrix operations). The thriving CUDA community has also produced several non-

NVIDIA libraries as well, including MAGMA1 and CULA2, which both contain functions for matrix algebra. 

ArrayFire3 contains a broad variety of functions and also includes support for OpenCL [8]. 
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III. MEDICAL IMAGE REGISTRSATION 

A. Definition 

Image registration is the process of lay over images of the same scene taken at different times, from different 

viewpoints, from variety of sensors. Typically, registration is essential in medicine combining computer 

tomography (CT) and NMR data to obtain more complete information about the patient, monitoring tumour 

growth, treatment verification, and comparison of the patient’s data with anatomical atlases [10]. In medical 

applications, images of similar or inconsistent modalities often need to be aligned as a pre-processing step for 

planning, navigation, and data-fusion and visualization tasks [11]. In general, the medical image registration 

should establish correspondence measure between a reference image, Ir, and a target image, It, using a parameter 

transformation, Tt(.), of image geometry in line with a similarity function, ρ(.), to specify the registration 

performance. When two images have different dimensions, projection operators, Pr and Pt, may be incorporated 

to project a higher-dimensional image domain into a lower-dimensional image domain. Then, the image 

registration problem can be expressed via maximizing the following similarity measure function [12]: 

 Tt (.)= avg max ρ (Pr(Ir),Pt(Tt(It)))             (1) 

 

B. Methods 

As shown in [13,14], the image registration procedure consists of following 4 steps  

 

Feature detection:. In this stage salient and distinctive objects are manually or automatically detected. For 

further processing, these feature scan be represented by their point representatives which are called control 

points (CPs). 

 

Feature matching: In this stage, the connection between the features detected in the sensed image and those 

detected in the reference image is established. 

 

Transform model estimation: The type and parameters of the so-called mapping functions, aligning the sensed 

image with the reference image, are estimated. The parameters of the mapping functions are computed by means 

of the established feature correspondence. 

 

Image resampling and transformation: The sensed image is transformed by means of the mapping functions. 

Image values in non-integer coordinates are computed by the appropriate interpolation technique. 

 

Gao et al. [17] uses ray casting approach to perform registration between 3D trans-esophageal echo 

cardiography and X-ray fluoroscopy images. Spoerk et al. [18] made a comparison between ray casting and 

wobbled splat rendering for registration between CT volumes and X-ray images. Dorgham et al. [19] proposed 

faster rendering by sparse sampling. With a satisfactory image quality, a DRR of a CT volume comprised of 256 

× 256 × 133 voxels could be generated in 2ms. Steininger et al. [20] compared three similarity metrics and 

found that rank correlation performed best. Yuen et al. [21] presented a real-time motion compensation system 

for ultrasound volumes, such that mitral valve repair can be performed while the heart is beating. Brounstein et 

al. [22] focused on the problem of registration between pre-operatively acquired CT scans and time resolved 

ultrasound data, by using an approach based on Gaussian mixture models and local phase. The registration could 

be performed in about 2 seconds; while several ultrasound systems can generate volume data at a frame rate of 

about 25 Hz. Ruijters et al. [23] reported a fast implementation for non-rigid registration between pre- and 

intraoperative cone-beam CT volumes. Other recent examples include GPU accelerated images registration of 

MRI images [24, 25, 26] diffeomorphic image registration algorithms [27, 28], Fast free-form deformation using 

GPU (Modat et al.,) [29], motion tracking of video microscopy through image registration (Liu et al.) [30] and 

mass-conserving image registration (Castillo et al.,) [31]. Lee et al. [32] described how to optimize GPU 

implementations that are compute and memory-bound and apply it to image registration. Their optimization 

strategies resulted in a speedup of a factor 6, compared to a naive GPU implementation Except for the work by 

Brounstein et al.[22], the previous citations have used image registration algorithms that are based on the image 

intensity. A less common approach is instead use phase-based image registration. The main advantage of the 

local phase is that it is invariant to the image intensity. Phase based optical flow was introduced in the computer 

vision field by Fleet and Jepson in 1990 and eventually propagated into the medical imaging domain by  

Hemmendor_ et al.,  in 2002. Mutual information-based image registration by Viola and Wells[33] and  Pluim 

et al., [34] is often acknowledged for its ability to perform multi-modality registration, but phase mutual 

information can in some cases perform better (Mellor and Brady[35,36]; Eklund et al.,[37]. However, a general 
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drawback of phase based image registration is the increase in computational complexity; several non-separable 

filters have to be applied at each iteration. Pauwels and Hulle [38] therefore made a GPU implementation of 

phase-based optical flow in 2D, using Gabor filters. 

 

Eklund et al. [39] instead used quadrature filters for phase-based a new volume registration and Knutsson and 

Andersson, [40] used the GPU to accelerate the Morphon which is a phase-based non-rigid registration 

algorithm. In each iteration, the local structure tensor [41, 42] is used to improve the registration. Three 

dimensional convolution with six complex valued (12 real valued) non-separable quadrature filters are required 

to estimate a phase invariant tensor. These work, although few, demonstrate that the GPU also can be used to 

enable more advanced registration algorithms. (AlhusseinFawzi et.al 2013) propose a registration algorithm for 

sparse images that are given as a linear combination of geometric features drawn from a parametric dictionary.  

Hong Zhang et.al proposed an ant colony optimization image registration based on wavelet transform and 

mutual information [16]. 

 

 

IV. CONCLUSION  

Image registration is one of the most important tasks when integrating and analysing information from various 

sources. It is a key stage in image fusion, change detection, super-resolution imaging, and in building image 

information systems, among others.[10] and GPU is one of the main standard tool in high performance 

computing . Researchers are showing more interest in utilizing the power of GPU. The main advantages of GPU 

based medical imaging is high throughput computing, high memory bandwidth cheap and specialized 

hardware’s for interpolation [13]. General purpose computing with GPUs implies some challenges and 

technological issues. Platform dependency, Data transfers, Sequential to parallel processing, Varying relative 

GPU/CPU performances[1] These works, although few, demonstrate that the GPU also can be used to enable 

more advanced registration algorithms, which might otherwise be dismissed as being too computationally 

demanding[8] . The computation of the similarity measure and geometric transformation is the main bottleneck 

of image registration. Image registration algorithms is based on the assumption that each region in the reference 

image has a correspondence match in the target image, but in practical application there may not be a exact one 

to one correspondence match between the reference and the target image due to partial or missing data sets. The 

future research will be concentrated in image registration with partial or missing data [12] and rethink of 

approaches which will be suitable for massively parallel processing environment in real time practical medical 

applications. 

 

REFERENCES 

 
[1] Yannick Allusse, Patrick Horain, Ankit Agarwal, and Cindula Saipriyadarshan, “GpuCV: A GPU-accelerated framework for Image 

Processing and Computer Vision” Advances in Visual Computing, Lecture Notes in Computer Science Volume 5359, 2008, pp 430-
439 

[2] Owens JD, Houston M, Luebke D, et al. GPU computing. Proceedings of the IEEE 2008; 96:879-99. 

[3] ]"Using Multiple Graphics Cards as a General Purpose Parallel Computer: Applications to Computer Vision", Proceedings of the 17th 
International Conference on Pattern Recognition (ICPR2004), Cambridge, United Kingdom, 23–26 August 2004, volume 1, pages 
805-808. 

[4] Yang ZY, Zhu YT, Pu Y. Parallel image processing based on CUDA. Proceedings of CSSE 2008:198-201. 

[5] Collins R, Li CH, Carloni LP, et al. An experimental analysis of general purpose computing with commodity data-parallel multicore 
processors. Technical Report RC25070, IBM TJ Watson Research Center 2010. 

[6] David Kirk and Wen-meiHwu ,”Programming Massively Parallel Processors: A Hands-on Approach “ISBN: 978-0-12-381472-2. 

[7] Forsberg D, Eklund A, Andersson M, et al. Phase-based non-rigid 3D image registration: from minutes to seconds using CUDA. 
Lecture Notes Computer Science 2011; 6688:414-32. 

[8] Anders Eklund_, Paul Dufort , Daniel Forsberg , Stephen M. LaConte ,” Medical Image Processing on the GPU Past, Present and 
Future, Medical Image Analysis, Volume 17, Issue 8, Pages 1073–1094, December 2013. 

[9] J. Michael Fitzpatrick, Derek L. G. Hill, Calvin R. Maurer, Jr, A Handbook of Medical Imaging Vol 2, ISBN 0-8194-3622-4, Chapter 
8. 

[10] Barbara Zitova´*, Jan Flusser, “Image registration methods: a survey”, Image and Vision Computing 21 (2003) 977–1000. 

[11] Ramtin Shams, Parastoo Sadeghi, Rodney A. Kennedy, and Richard I. Hartley, “A Survey of Medical Image Registration on  
Multicore and the GPU”, IEEE Signal Processing Magazine ,Volume 50, March 2010. 

[12] Lin Shi, Wen Liu, Heye Zhang, Yongming Xie, Defeng Wang, A survey of GPU-based medical image computing techniques, 
Quantitative Imaging in Medicine and Surgery 2012; 188-206.  

[13] Fluck O, Vetter C, Wein W, et al. A survey of medical image registration on graphics hardware. Computer Methods Programs Biomed 
2011;104: e45-e57. 

[14] Kumuda MN, Kiran GC, Rajesh KS, et al. Corrective information based registration. Int J Comput Sci Inf Tech Secur 2012;2:40-6.6. 

[15] Jérémy Coatelen, Final year project on Image registration on GPU, ISIMA , March 2011. 



(IJIRSE) International Journal of Innovative Research in Science & Engineering  

ISSN (Online) 2347-3207 

[16] Hong Zhang ; Yanfeng Sun ; Bing Zhai ; Yiding Wang,”  Ant Colony Optimization image registration algorithm based on wavelet 
transform and mutual information”  Proc. SPIE 8878, Fifth International Conference on Digital Image Processing (ICDIP 2013), 
88781J ,July 19, 2013. 

[17] Guo, H., Dai, J., He, Y.,  GPU acceleration of  propeller MRI using CUDA,in: International  conference on  bioinformatics and 
biomedical engineering (ICBBE), pp. 1–4, 2009. 

[18] Spoerk, J., Gendrin, C., Weber, C., Figl, M., Pawiro, S., Furtado, H., Fabri, D., Bloch, C., Bergmann, H., E., Birkfellner, W., High 
Performance GPU based rendering for real-time rigid 2D/3D image registration and motion prediction in radiation oncology. 
Zeitschrift fur Medizinische Physik 22, 13–20, 2012. 

[19] Dorgham, O., Laycock, S., Fisher, M., GPU accelerated generation of digitally reconstructed radiographs for 2-D/3-D image 
registration. IEEE Transactions on biomedical engineering 59, 2594–2603, 2012. 

[20] Steininger, P., Neuner, M., Weichenberger, H., Sharp, G., Winey, B., Kametriser, G., Sedlmayer, F., Deutschmann, H., Auto-masked 
2D/3D image registration and its validation with clinical cone-beam computed tomography. Physics in medicine and biology 57, 
4277–4292, 2012. 

[21] Yuen, S., Kesner, S., Vasilyev, N., P. del Nido, Howe, R.,  3D ultrasound guided motion compensation system for beating heart mitral 
valve repair, 2008. 

[22] Brounstein, A., Hacihaliloglu, I., Guy, P., Hodgson, A., Abugharbieh, R., Towards real-time 3D US to CT bone image registration 
using phase and curvature feature based GMM matching. Lecture notes in computer science, Medical image computing and computer-
assisted intervention (MICCAI) 6891, 235–242, 2011. 

[23] ] Ruijters, D., Bart M. ter Haar Romeny, Suetens, P.,  GPU-accelerated elastic 3D image registration for intra-surgical applications. 
Computer methods and programs in biomedicine 103, 104–112,2011. 

[24] Ha, L., Prastawa, M., Gerig, G., Gilmore, J., Silva, C., Joshi, S., Image registration driven by combined probabilistic and geometric 
descriptors. Lecture notes in computer science, Medical image computing and computer assisted intervention (MICCAI) 6362, 602–
609,2010. 

[25] Oh, J., Martin, D., Skrinjar, O.,  GPU-based motion correction of contrast enhanced liver MRI scans: An OpenCL implementation, in: 
IEEE International Symposium on Biomedical Imaging (ISBI): From Nano to Macro, pp.783–786,2011. 

[26] Huang, T., Tang, Y., Ju, S., Accelerating image registration of MRI by GPU-based parallel computation. Magnetic resonance imaging 
29, 712–716, 2011. 

[27] Han, X., Hibbard, L., Willcut, V., An efficient inverse-consistent diffeomorphic image registration method for prostate adaptive 
radiotherapy. Lecture notes in computer science, Prostate cancer imaging. Computer aided diagnosis, prognosis and intervention 6367, 
34–41, 2010. 

[28] Huang, Y., Tong, T., Liu, W., Fan, Y., Feng, H., Li, C., Accelerated diffeomorphic non-rigid image registration with CUDA based on 
demons algorithm, in: International Conference on Bioinformatics and Biomedical Engineering (ICBBE), pp.  1–4,2010. 

[29] Modat, M., Ridgway, G., Taylor, Z., Lehmann, M., Barnes, J., Hawkes, D., Fox, N., Ourselin, S.,  Fast free-form deformation using 
graphics processing units. Computer methods and programs in biomedicine 98, 278–284,2010. 

[30] Liu, X., Iyengar, S., Rittscher, J., Monitoring cardiomyocyte motion in real time through image registration and time series analysis, 
in: IEEE International Symposium on Biomedical Imaging (ISBI): from nano to macro, pp. 1308–1311, 2012. 

[31] Castillo, E., Castillo, R., White, B., Rojo, J., Guerrero, T., Least median of squares filtering of locally optimal point matches for 
compressible flow image registration. Physics in medicine and biology 57, 4827–4833,2012. 

[32] Lee, D, Dinov, I, Dong, B., Gutman, B., Yanovsky, I., Toga, A., CUDA optimization strategies for compute and memory-bound neuro 
imaging algorithms. Computer methods and programs in biomedicine 106, 175–187, 2012. 

[33] Viola, P., Wells, W., Alignment by maximization of mutual information, International Journal of Computer Vision 24, 137–154,1997. 

[34] Pluim, J., Maintz, A., Viergever, M., Mutual information based registration of medical images: a survey. IEEE Transactions on 
medical imaging 22, 986–1004, 2003. 

[35] Mellor, M., Brady, M., Non-rigid multimodal image registration using local phase. Lecture notes in computer science, Medical Image 
Computing and Computer Assisted Intervention (MICCAI) 32, 789–796, 2004. 

[36] Mellor, M., Brady, M., 2005. Phase mutual information as similarity measure for registration. Medical Image Analysis 9, 330–343. 

[37] ] Eklund, A., Forsberg, D., Andersson, M., Knutsson, H., Using the local phase of the magnitude of the local structure tensor for image 
registration. Lecture notes in computer science, proceedings of the Scandinavian Conference on Image Analysis (SCIA) 6688, 414–
423, 2011. 

[38] ] Pauwels, K., Hulle, M.V.,  Real-time phase-based optical flow on the GPU ,Computer Vision and Pattern Recognition Workshops, 
pp. 1–8, 2008. 

[39] Eklund, A., Andersson, M., Knutsson, H., Phase based volume registration using CUDA, in: IEEE International Conference on 
Acoustics, Speech and Signal Processing (ICASSP), pp. 658–661, 2010. 

[40] Knutsson, H., Andersson, M., Morphons: segmentation using elastic canvas and paint on priors, in: IEEE International conference on 
image processing (ICIP), pp. 1226–1229,2005. 

[41] ] Knutsson, H., Westin, C.F., Andersson, M., Representing local structure using tensors II. , Lecture Notes in Computer Science, 
Proceedings of the Scandinavian Conference on Image Analysis (SCIA) 6688, 545–556, 2011. 

[42] Knutsson, H., 1989. Representing local structure using tensors, Scandinavian Conference on Image Analysis (SCIA), pp. 244–251. 

 


	I.  Introduction
	II. GPU ARCHITECTURE AND PROGRAMMING
	III. medical image registrsation
	A. Definition
	B. Methods

	IV. conclusion
	References


