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Abstract— The computational grid is a new parallel and distributed computing paradigm that provides resources for large scientific computing applications. It typically consists of heterogeneous resources such as clusters that may reside in different administrative domains, be subject to different access policies and be connected by networks with widely varying performance characteristics. Many researchers have proposed numerous scheduling and load balancing techniques for locally distributed multiprocessor systems. However, they suffer from significant deficiencies when extended to a grid environment. Computational grids have the potential for solving large-scale scientific computing applications. The main techniques that are most suitable to cope with the dynamic nature of the grid are the effective utilization of grid resources and the distribution of application load among multiple resources in a grid environment. In this paper contain short literature study on generic load balancing model, load balancing policies and propose scheduling and load balancing approach.
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I. Introduction

The rapid development in computing resources has enhanced the performance of computers and reduced their costs. This availability of low cost powerful computers coupled with the popularity of the Internet and high-speed networks has led the computing environment to be mapped from distributed to Grid environments. In fact, recent researches on computing architectures are allowed the emergence of a new computing paradigm known as Grid computing. Grid is a type of distributed system which supports the sharing and coordinated use of geographically distributed and multi owner resources, independently from their physical type and location, in dynamic virtual organizations that share the same goal of solving large-scale applications. In order to fulfill the user expectations in terms of performance and efficiency, the Grid system needs efficient load balancing algorithms for the distribution of tasks. A load balancing algorithm attempts to improve the response time of user’s submitted applications by ensuring maximal utilization of available resources. The main goal is to prevent, if possible, the condition where some processors are overloaded with a set of tasks while others are lightly loaded or even idle [2]. Although load balancing problem in conventional distributed systems has been intensively studied, new challenges in Grid computing still make it an interesting topic and many research projects are under way. This is due to the characteristics of Grid computing and the complex nature of the problem itself. Load balancing algorithms in classical distributed systems, which usually run on homogeneous and dedicated resources, cannot work well in the Grid architectures. Load balancing involves assigning job to a resource proportional to its performance, thereby minimizing the response time of a job. However, there are wide varieties of issues that need to be considered for a heterogeneous grid environment. For example, processing capacities of the resources may differ and their usable capacities may vary according to the load imposed upon them. Further, in grid computing, as resources are distributed in multiple domains in the Internet, not only the computational nodes but also the underlying network connecting them are heterogeneous. Therefore, in the grid environment it is essential to consider the impact of various dynamic characteristics on the design and analysis of scheduling and load balancing algorithms. Due to uneven job arrival patterns and unequal computing capacities, one resource may be overloaded while others may be underutilized. It is therefore desirable to dispatch jobs to idle or lightly loaded resources to achieve better resource utilization and reduce the mean job response time. The strategy proposed here is to perform scheduling and balancing the application load in the grid environment by taking resource heterogeneity, communication delay and network heterogeneity into consideration.
II. Literature Review

Previous related work [2] addresses the problem of scheduling and load balancing in a grid architecture where computational resources are dispersed in different administrative domains or clusters which are connected to the grid scheduler by means of heterogeneous communication bandwidths is considered. In this reference [14], the problem of transferring files that are generated during the execution of DAG workflows with interdependent tasks is addressed. The ineffectiveness of advanced file-transfer techniques in these cases is discussed, and a heuristic is proposed for dealing with the scheduling of interdependent and independent tasks that arrive on-line to be processes by grid infrastructure. The Best File-Transfer Time (BFTT) heuristic is proposed in this study as a means to circumventing the problem of reducing the time spent for transferring data files among different resources in the grid, while still ensuring good performance and/or good load balance among the resources. In addition, BFTT is implemented in this work in conjunction with the OLB algorithm, and a few tests for verifying its results are performed and discussed. One of the main load balancing methods mentioned in the reference [7] is dynamic decentralized approach. This approach considers the run time environment before distributing the jobs among the nodes of the grid. The dynamic decentralized approach is preferred because elements of the grid may vary in capacity or number during runtime and also be heterogeneous in nature giving rise to different loading conditions. In this paper we compare the different load balancing algorithms for the grid based on various metrics like communication overhead, load balancing time, scalability, fault tolerance, reliability and stability. [13] The GridSim toolkit provides a comprehensive facility for simulation of different classes of heterogeneous resources, users, applications, resource brokers, and schedulers. It can be used to simulate application schedulers for single or multiple administrative domains distributed computing systems such as clusters and Grids. Application schedulers in the Grid environment, called resource brokers, perform resource discovery, selection, and aggregation of a diverse set of distributed resources for an individual user. This means that each user has his or her own private resource broker and hence it can be targeted to optimize for the requirements and objectives of its owner. In contrast, schedulers, managing resources such as clusters in a single administrative domain, have complete control over the policy used for allocation of resources. This means that all users need to submit their jobs to the central scheduler, which can be targeted to perform global optimization such as higher system utilization and overall user satisfaction depending on resource allocation policy or optimize for high priority users.

III. Load Balancing In Grid Environment

A. Grid Topology

This is topological structure for a Grid computing Grid computing is a finite set of G clusters Ck, interconnected by gates gk, k belongs to [0, ...G − 1], where each cluster contains one or more sites Sjk interconnected by switches SWjk and every site contains some Computing Elements CEijk and some Storage Elements SEijk, interconnected by a local area network[1]. This model is based on an incremental tree. First, for each site it creates a two-level subtree. The leaves of this subtree correspond to the computing elements of a site, and the root is a virtual node associated to the site. These sub trees, that correspond to sites of a cluster, are then aggregated to form a three-level sub-tree.

![Figure 1: Grid Topology [1]](image-url)
B. Load Balancing Policies

Policies

Load balancing algorithms can be defined by their implementation of the following policies [5]:

- **Information policy**: specifies what workload information to be collected, when it is to be collected and from where.
- **Triggering policy**: determines the appropriate period to start a load balancing operation.
- **Resource type policy**: classifies a resource as server or receiver of tasks according to its availability status.
- **Location policy**: uses the results of the resource type policy to find a suitable partner for a server or receiver.
- **Selection policy**: defines the tasks that should be migrated from overloaded resources (source) to most idle resources (receiver).

The main objective of load balancing methods is to speed up the execution of applications on resources whose workload varies at run time in unpredictable way. Hence, it is significant to define metrics to measure the resource workload. Every dynamic load balancing method must estimate the timely workload information of each resource. This is key information in a load balancing system where responses are given to following questions:

- How to measure resource workload?
- What criteria are retaining to define this workload?
- How to avoid the negative effects of resources dynamicity on the workload; and,
- How to take into account the resources heterogeneity in order to obtain an instantaneous average workload representative of the system? Several load indices have been proposed in the literature, like CPU queue length, average CPU queue length, CPU utilization, etc. The success of a load balancing algorithm depends from stability of the number of messages (small overhead), support environment, low cost update of the workload, and short mean response time which is a significant measurement for a user. It is also essential to measure the communication cost induced by a load balancing operation.

III. Proposed System

In grid environments, the shared resources are dynamic in nature, which in turn affects application performance. Workload and resource management are two essential functions provided at the service level of the Grid software infrastructure. To improve the global throughput of these environments, effective and efficient load balancing algorithms are fundamentally important. Load Balancing is one of the most important factors which can affect the performance of the grid application. All Load Balancing algorithms implement five policies. The efficient implementation of these policies decides overall performance of Load Balancing algorithm. The main objective of this thesis is to propose an efficient Load Balancing Algorithm for Grid environment. Main difference between existing Load Balancing algorithm and proposed Load Balancing is in implementation of two policies: Triggering Policy and Selection Policy. For implementation of Triggering Policy all existing Load Balancing algorithm use periodic approach, which is time consuming. The proposed approach uses activity based approach for implementing Triggering policy. For implementation of Selection Policy Proposed algorithm uses Job length as a parameter, which can be used more reliably to make decision about selection of job for migration from heavily loaded node to lightly loaded node.

IV. Experimental Environment

A. GridSim Simulation ToolKit

The simulation was carried out on the excellent grid simulation toolkit GridSim ToolKit 5.0 [13] which allows modeling and simulation of entities in grid computing systems-users, applications, resources, and resource load balancers for design and evaluation of load balancing algorithms. A heterogeneous grid environment by using various resource specifications was built. It proposes the method of creating a user job and different types of heterogeneous resources. The resources differ in their operating system type, CPU speed, RAM memory, MIPS rating.
In GridSim, application jobs are modeled as Gridlet objects that contain all information related to the job and the execution management. Details of the available Grid resources are obtained from Grid Information Service (GIS) entity that keeps track of the resources available in the grid environment. The experimental environment consisting of hierarchy of resources used for the evaluation of proposed algorithm is shown in figure 2. A grid resource (GS) maintains information about machines (LS) and each machine contains PEs running at different speeds.

**B. Simulation Result**

Number of grid resource, number of machine, number of processing element and MIPS is provide as a input to module 1 as shown in Figure 3.

```
<table>
<thead>
<tr>
<th>Gridlet/Tasks Creation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gridsim provide facility to create various tasks</td>
</tr>
<tr>
<td>The tasks has various characteristics.</td>
</tr>
<tr>
<td>- Gridlet id</td>
</tr>
<tr>
<td>- Length</td>
</tr>
<tr>
<td>- File size</td>
</tr>
<tr>
<td>- Output size</td>
</tr>
</tbody>
</table>
```

GridletDataStorage class is used for creating various tasks and creating number of users. In Figure 4, show the result of creating gridlet or tasks and users.
Here 8 Gridlets and 3 Grid users are created and each gridlet assign their properties. Tasks are randomly generated and divide among the resources and simulate by using gridsim simulator toolkit.
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Figure 4: Result of creating gridlet and user

In this image number of grid resource are created with properties and priority and store into machine list. Each grid resource having number of machines, PEs and MIPS is assign and each resource having different properties associated with it.
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Figure 5: Image of creating grid Resource

C. Performance Parameter

The following metrics were selected to evaluate the performance of the proposed model:

- **Average Response Time**: Response time $r_j$ of job $j$ is the time period from the job arrival to the completion time of the job, i.e., the time spent in the resource queue plus the job service (execution) time.

The Average response time $ART$:

$$ART = \frac{1}{N} \sum_{j=1}^{N} r_j$$

Where, $N$ is the total number of processed jobs.

Here Average response time is used for analyze the system performance before load balancing or no load balancing and after load balancing by using proposed load balancing algorithm. Number of samples is collected by performing the simulation number of times and note down the Average response time, before load balancing
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Figure 6: Image of Tasks Scheduling

In this image show that the number of tasks are assigned to resource with length of that tasks.

In this image number of grid resource are created with properties and priority and store into machine list. Each grid resource having number of machines, PEs and MIPS is assign and each resource having different properties associated with it.
and after load balancing the system load. All time units are in milliseconds so the performance metrics are also measured in milliseconds.

Table 1: Average Response Time

<table>
<thead>
<tr>
<th>No. of Tasks</th>
<th>No Load Balancing</th>
<th>Proposed Load Balancing</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>32</td>
<td>16</td>
</tr>
<tr>
<td>500</td>
<td>31</td>
<td>16</td>
</tr>
<tr>
<td>1000</td>
<td>35</td>
<td>15</td>
</tr>
<tr>
<td>1500</td>
<td>31</td>
<td>15</td>
</tr>
<tr>
<td>2000</td>
<td>47</td>
<td>32</td>
</tr>
<tr>
<td>2500</td>
<td>47</td>
<td>16</td>
</tr>
</tbody>
</table>

In the simulation, it is observed that Average response time with no load balancing is much higher than load balancing with proposed algorithm.

V. Conclusion

The proposed load balancing model takes into account the heterogeneity of the computational and network resources, i.e., the resources are with different processing capacity and network bandwidth. The load balancing policies at various levels of hierarchy are proposed to optimize various performance metrics. This thesis focuses on load balancing and presents factors due to which load balancing is initiated, and finally proposes an efficient load balancing algorithm for Grid environment.

Some of the limitations of this work and present some possible directions for future research. In this work, we assume that there is no precedence constraint among different jobs or different tasks of a job. Usually, the jobs are independent of each other in the grid, but different tasks of a job may have some precedence constraints. Hence, it is an interesting direction for future research. Such dependencies will not only make the problem extremely difficult to solve, but would also require estimating a very large number of parameters. In future we should also consider some fault tolerant measures to increase the reliability of our algorithm.
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